Streszczenie

Niniejsza rozprawa przedstawia kompleksowy opis pigciu lat badan prowadzonych
w ramach eksperymentu LHCb (ang. Large Hadron Collider beauty experiment)
w CERN. Praca koncentruje si¢ na opracowaniu i zastosowaniu technik uczenia
maszynowego w celu wzmocnieniu algorytmu do rekonstrukgji ladéw corek,
rozpadéw czastek diugozyciowych (tak zwane $lady downstream) i poprawy
wydajnoéci systemu wyzwalania eksperymentu LHCb oraz analize danych kalibra-
cyjnych detektora UT (ang. Upstream Tracker). Pierwsza czgs¢ pracy podzielona
jest na dwa etapy - zwigkszenie czystosci prébek sladéw SciFi (ang. Scintillating
Fibre detector) oraz polepszenia jakosci $ladéw typu downstream.

W rozprawie analizowane sg strategie wykorzystania tych nowych linii trygerowych
w celu maksymalizacji wydajnoéci rekonstrukcji bez narazania danych fizycznych.
Druga cze$¢ pracy koncentruje sig na detektorze UT, umieszczonym przed mag-
nesem dipolowym, ktéry ma kluczowe znaczenie dla precyzyjnych pomiaréw
pedu oraz wydajnoéci trygera jako catodci. Prace dotyczace wzmocnienia algo-
rytmu do rekonstrukgji sladéw typu downstream opieraly si¢ na opracowaniu
dwéch oddzielnych modeli uczenia maszynowego. Pierwszy model ma na celu
poprawe czystoéci prébki zawierajacej segmenty sladéw Sciki, ktore stanowig
podstawe do bardziej zlozonej rekonstrukgji ladéw typu downstream. Drugi
selektor ma na celu identyfikacjg sladéw downstream i eliminacjg §ladéw kombi-
natorycznych (ang. ghost tracks), powszechnie nazywanych ,$ladami duchami”,
ktére nie odpowiadajg zadnym rzeczywistym trajektoriom. Ta faza stanowi jeden z
najbardziej wymagajacych technicznie aspektéw badan, obejmujacy rygorystyczng
ocene metryczng i oceng wydajnosci modeli, a nastgpnie ich integracjg i wdrozenie
w ramach oprogramowania Gaudi oraz algorytméw rekonstrukji sladow LHCb.

Drugi projekt ma na celu opracowanie metodologii monitorowania do analizy
i kalibracji detektora UT, co pomoze zoptymalizowaé stosunek sygnalu do szumu
w celu lepszej rekonstrukgji hitéw.

Stowa kluczowe: Slady downstream, Uczenie maszynowe, Wyzwalacz wysok-

iego poziomu, Sieci neuronowe, Rekonstrukgja sladéw
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