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Przedstawiona mi du cceny rozprawa doktorska pana mgr. Sabina Hashmi skupia si¢ na
kompleksowym badaniu zastosowania roznorodnych technik uczenia maszZynowego do
poprawy rekonstrukcji $laddw czgstek diugozyciowych w eksperymencie LHCh w CERN. Praca
obejmuje okres badan prowadzonych w czasie modernizacji detekiora przed Run 3. Rozprawa
zostala sporzadzona w jezyku angielskim.

Calosé rozprawy jest logicznie podzielona na irzy czescl:

Czes$é | (Rozdzialy 1-2) wprowadza w kontekst fizyczny eksperymentu LHCb, architekturg
detekiora craz infrastrukiurg obliczeniowa. Szczegbing uwage podwiscono  detekiorom
pozwalajgcym na rekonstrukeje torow czastek (VELO - Vertex Locator, UT - Upstream Tracker,
SciFi - Scintillating Fibre Tracker) oraz sysiemowi wyzwalania wysokiego poziemu (HLT). Autor
prezentuje rowniez szczegdlowy opis zastosowanych algorytmidw rekonstrukcii torow crgstek,
w tym kluczowych dia jego pracy algorytméw Hybrid Seeding i Long-lived Tracking.

Cresé #l {Rozdzialy 3-6) Stanowi gidwng czgsé rozprawy, precentujgc strategig dwustopniowe)
selekgji sladéw czgstek:



o FEtap pierwszy koncentruje sie na poprawie selekcji &adow SciFi uzywanych jako
poczgtkowe elementy (tzw. ,,seeds”) do rekonstrukcji sladow downstreamn.

e FEtap drugi dotyczy wiasciwej selekcji $ladow downstream i eliminacii sladéw
kombinatorycznych (tzw. ,,ghost tracks”)

Czesé I {Rozdzialy 7-8) obejmuje kalibracje detektora UT, oraz zawiera podsumowanie
wynikow.

Do gtownych osiagnigé Autora moZna zaliczyé opracowanie | zintegrowanie dwaéch modeli
uczenia maszynowego opartych na aigorytmie Catboost:

e Kiasyfikator sladéw SciFi: Osiaga redukcje ghosi tracks o 87% (implementacia C++)
do 96% (implementacja ONNX) w poréwnaniu z aigorytmem bazowym, przy minimaine
stracie efektywnosci rekonstrukcii.

s Klasyfikator sfadow downstream: Redukuje ghost tracks o 50-60% przy zachowaniu
wysakiej wydajnosci rekonstrukeji prawdziwych stadow.

Autor poréwnat modele liniowe (regresia logistyczna) z bardziej zaawansowanymi metodami
nieliniowymi, demonstrujgc przewage tych ostatnich. Wybdér modelu Catboost byl uzasadniony
przez Autora wyzsza wydajnofcig (AUC ~B5% dia downstream, ~97% dia Scifi) oraz
mozliwoscia iatwe] integracji z frameworkiem Gaudi poprzez eksport do C++ 1 formatu ONNX,

Istotnym wkladem pana mgr. Sabina Hashmi w prace eksperymentu LHCh jest integracja
opracowanych algorytmow z sysiemem wyzwalania (HLT trigger) eksperymentu. Autor
zaimplementowal dwie metody wigczenia opracowanych algorytmow:

e Bezpuosrednig implementacie w C++ (nizszy narzut obliczeniowy)
e Implementacje przez pakiet ONNX Runtime (wigksza elastycznosc)

Szezegolnie wartoéciowa jest analiza wplywu modofi na kluczowe wskaZniki wydainosci:
efektywnosé rekonstrukcfi, ghost ratio. orez rozklady zmiennych kinematycznych. Wyniki
pokazujg, 7e nowe modele nie wprowadzajg znieksziatcert w rozkiadach fizycznych {co
potwierdzajgn analizy w frameworku DaVindi dla czgstek K*L1).

Ostatnia czes¢ pracy obejmuje rozdzial poswiecony kalibracii detektora UT i prezentuie dwa
komplementarne podejécia:

» Wykorzystanie dywergencii Kullbacka-Lsiblera (KL} do pordwnywania rozkiadow
wartosci piedestatu migdzy kalibraciami.

o Model prognostyczny oparty na sieciach LSTM do przewidywania przysziych waricsci
picdestaiu.

Cho¢ ta czesé jest skromniejsza objetosciowa od poprzednich, niemniej stanowi solidng
podstawe do przysziych prac nad autoncinicznymi systemami kalibracil.



Praca pana mgr. Sabina Hashmi prezentuje peiny cyki rozwoju modeli ML — od wyboru danych
treningowych, przez poréwnanie algorytmow, optymalizacje hyperparametrow, az po wdrozenie
w $rodowisku produkcyjnym. Na podkreslenie zastuguje troska Autora o interpretowalnosé
wynikow poprzez konsekwentne stosowanie analizy SHAP. Na podkreslenie zastuguje
uzyteczno$¢ metod rozwijanych przez Autora, a nastgpnie zaimplementowanych przez niego
w oprogramowaniu eksperymentu.  Zaimplementowane algorytmy Zznaczgco zwigkszajg
wydajnosé selekcji torow czgstek w eksperymencie LHCb.

Rozprawa wnosi istotny wkiad do zastosowar uczenia maszynowego w fizyce wysokich energii,
demonstrujgc mozliwosé integracji zaawansowanych modeli ML z systemem wyzwalania.
Opracowana metodologia dwustopniowej selekcji moze byC rozszerzona na inne typy sladdéw
w LHCb oraz potencjalnie zaadaptowana w innych eksperymentach. Praca ma bezposrednie
znaczenie praktyczne dla operacji Run 3 eksperymentu LHCb i stanowi solidng podstawe dia
dalszych ulepszen i przysztych modernizaciji (Upgrade H).

Rozprawa doktorska pana mgr. Sabina Hashmi przedstawia kompleksowe badania dotyczace
zastosowania metod uczenia maszynowego w rekonstrukcji sladow czastek diugozyciowych
w eksperymencie LHCb oraz analizy kalibracji detektora UT (Upstream Tracker). Praca jest
dobrze ustrukturyzowana, co $wiadczy o przemyslanej organizacji materiatlu. Rozprawa
wykazuje glebokg wiedze Autora w zakresie zardwno fizyki czgstek, jak i rekonsirukgji toréw
czgstek, ich selekcji oraz zastosowania metod uczenia maszynowego.

Doktorant prezentuje zrozurmienie zaréwno zagadnien z dziedziny fizyki wysokich energii oraz
laczy je z zaawansowanymi metodami obliczeniowymi. Oceniajgc prace Doktoranta chciatbym
podkreslic wyraznie widoczng umiejetnoéé samodzielnego prowadzenia badan naukowych,
oczym Swiadczag zardwno systematyczne podejScie metodologiczne do opracowania
dwustopniowej selekcji $ladow, ocena | pordwnanie rdznych modeli uczenia maszynowego
(logistyczna regresja, drzewa decyzyjne, gradient boosting, Catboost) oraz implementacia
opracowanych metod do $rodowiska Gaudi (w dwoch wariantach C++ i ONNX Runtime). Nalezy
tez zwrGcié uwage na przeprowadzong przez Doktoranta szczegolows analize wydajnosci
z uzyciem roznych metryk {(efficiency, ghost ratio, RUC curves, SHAP analysis).

Pomimo wysokiej jakosci merytorycznej, ma do rozprawy szereg uwag. Pozwolg sobie wymienié

czest 7 nichs

s W pierwszym rzedzie musze zwraci¢ uwage na brak referencii lub ewentualnie krotkiego
wyjasnienia pojed, kidre ulatwilyby lekture czylsinikowi. W sekcii 1.1 "Supervised
Machine Leamning” przydatyby si¢ referencje do poszczegoinych metod. Poza tym mnie,
jako czyteinikowi pracy, nasuwa sig mysi, ze moze nie jest konieczne opisywanie metod,
kiore nie zostaty uzyte w pracy (np. metoda Naive Bayes, redukcja wymiarowosci za
pomocyg Principal Component Analysis czy enkoderéw). Podobnie, czy metoda
Reinforcement Leaming bylo uzyte w inj analizia?

o Praca. do kidrej Autor odwoluje sig trzy razy razy opisujgc metody uczenia
maszynowego ([35] Machine Leaming for Columnar High Energy Physics Analysis Elliott



Kauffman, Alexander Held, and Oksana Shadura) jest krétkim referatem na CHEP23.
Wydaije mi sie, Ze lepiej nadawatby sig do tej roli jaki$ powszechnie uznany podrecznik.

e Metoda SHapley Additive exPlanations (SHAP) jest uzywana przez Doktoranta bardzo
czesto. Jednakze jej omowienie zawiera tylko pig¢ linii tekstu i odnosnik do pracy [47].
Moim zdaniem praca wiele by zyskata na bardziej szczegdtowym wytlumaczeniu metody
SHAP, znanej miedzy innymi z teorii gier.

e Opisane pakiety oprogramowania powinny mie¢ podane odnosniki bibliograficzne, np.
nie majg ich pakiety Optuna czy DaVinci.

e Rysunki 22 i 41 zawierajg szereg zmiennych przedstawionych jako “boxplot”. Rozkiady
przedstawione na rysunku sg jednowymiarowe, czy rysunki nie bytyby bardziej czytelne,
gdyby przedstawi¢ je w formie histograméw?

o W rysunki 25 i 44 przedstawiajg korelacje miedzy zmiennymi. Wida¢ na nim silnie
skorelowane pary zmiennych. Czy nie mozna by usuna¢ jednej z tak skorelowanych
zmiennych?

e Réwnania 18 i 19 sg identyczne, zamiast je powtarzaé mozna w tekscie odwolac sie do
pierwszego rownania.

o W rozdziale 4 sekcja 6 “Model Comparison” nie jest zaznaczone, jakiego pakietu
z zaimplementowanymi metodami uczenia maszynowego uzywat Autor. Czy byt to pakiet
Catboost czy tez np. Scikitlearn dia innych metod? Referencja
“ProkhorenkovaCatboost2017” powinna znalez¢ sig w spisie literatury, nie bezposrednio
w tekscie pracy.

e Z tabeli 6 nie wynika, ze modele oparte na metodzie “boosting” dajg najlepsze wyniki,
MLP daje podobne rezultaty. Réwniez Catboost nie jest lepszy od innych metod typu
boosting lub MLP.

e Tabele 7 i 13 zawierajg liste parametrow metody Catboost wybranej do optymalizacji za
pomocg pakietu Optuna. Ktére z tych hyperparametrow byty faktycznie optymalizowane?

W tabelach 5 i 11 prawdopodobienstwa (p) dla “True Track” i “Ghost Track” nie sumujg
sie do jeden. Czy wynika to z tego, Ze mamy jeszcze jakas inng klasg torow?

e Rysunek 50 a: dlaczego na rysunku zostat uzyty tak duzy zakres SHAP value, rysunek
robi sie nieczytelny.

e Rysunek 65; dopasowanie krzywej Gaussa do przedstawionego rozkladu nie uwzglednia
statego tta, odnoszg wrazZenie, Ze lepsze wyniki datoby dopasowanie funkgji
Gauss+constants.

e Brakuje wyjasnienia dla “Kullback-Leibler divergence” ani odnosnika do literatury (str.
113). Dla LSTM (str. 115) tez brakuje odnosnika do literatury.

e Dlaczego klasyfikator $ladéw SciFi zaimplementowany w C++ osigga redukcje ,,ghost
tracks” 0 87% a w ONNX az 0 96%?

Po lekturze rozprawy doktorskiej nasuwa mi sie kilka dodatkowych pytan do Autora:



O ile model LSTM daje lepsze przewidywania niz np. $rednia kroczgca z przesztych
kalibracji? lle zyskujemy stosujgc model LSTM? Srednia kroczgca czy jaka$ prosta
wielko$¢ mogtaby postuzy¢ jako benchmark.

Czy rozwazano zastosowanie innych architektur sieci neuronowych (np. Graph Neural
Networks) do rekonstrukcji Sladow?

Dlaczego zdecydowano sig na Catboost zamiast np. XGBoost, ktéry jest
szerokostosowany w fizyce czastek? Czy tatwiej go byto zaimplementowaé we
frameworku eksperymentu LHCb?

Rysunki 28 i 36 przedstawiajg znaczenie zmiennych w modelu Logit i Catboost. Widzimy
zdecydowane roznice pomiedzy modelami, np. w Catboost X jest bardzo znaczgcy
zmienna, w modelu liniowym juz nie. Czy jest znane jakies wyttumaczenie tego faktu?
Jakie sa dalsze plany rozwoju przedstawionych algorytmow?

Biorac pod uwage caloksztalt pracy i jej znaczacy wkiad w analize eksperymentu LLHCb oraz
w rozwdj | zastosowanie metod uczenia maszynowego w rekonstrukcji torow czastek
w eksperymentach fizyki wysokich energii oceniam prace mgr. Sabina Hashmi zdecydowanie

pozytywnie.

Podsumowuijac stwierdzam, ze recenzowana rozprawa spetnia wymagania ustawy o stopniach
naukowych i tytule naukowym oraz stopniach i tytule w zakresie sztuki okresionych w art. 187
ustawy z dnia 20 lipca 2018 r. ,Prawo o szkolnictwie wyzszym i nauce” (z pézn. zm.)
i wnioskuje o jej dopuszczenie do dalszych etapéw postepowania o nadanie stopnia doktora
w dziedzinie nauk $cistych i przyrodniczych w dyscyplinie nauki fizyczne.

dr hab. Marcin Wolter



